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Abstract—This paper presents a new state estimation scheme
using the second-level adaptation technique and Multiple High-
Gain Observers (MHGO) for improving the transient re-
sponse and attenuating undesired peaks of High-Gain Observers
(HGOs). The proposed method considers state estimation as a
convex combination of provided information by multiple high-
gain observers. In this regard, it is shown that there exist some
constant parameters in such combination that result perfect
state estimation; then, an adaptive algorithm is employed for
estimating those parameters. The stability of the proposed scheme
and convergence of state estimation to the state of the plant
are guaranteed. In addition, MHGO is proved to be able to
provide a state estimation with smaller peaks in comparison to
a single HGO. The performance of MHGO in the presence of
measurement noise is also investigated. We consider existence
of abrupt external disturbances as well. To alleviate the effects
of those disturbances and attenuate their resulting peaking, we
present a resetting scheme. Moreover, the output feedback control
problem is considered, and it is demonstrated that a separation
principle is valid for MHGO. Finally, simulation results illustrate
that MHGO provides an accurate state estimation, and MHGO-
based controller is able to recover the performance of state
feedback controller.

Index Terms—High-gain observers, second-level adaptation,
output feedback, peaking phenomenon, measurement noise.

I. INTRODUCTION

IGH-Gain Observers (HGOs) are able to reconstruct

system states from output measurements [1], [2]. There
exists a vast amount of literature on employing such observers
in solving different problems, such as control and state esti-
mation of nonlinear systems [3], [4] and fault detection and
isolation [5]. One factor that resulted in wide utilization of
HGOs is satisfaction of the separation principle in HGO-based
control problems, which was first introduced in [6], [7], and
its results were improved in [8]. Despite their advantages, an
inherent drawback of HGOs is existence of undesired peaks in
their transient response, known as the peaking phenomenon.
The interaction of this behaviour with system nonlinearities
could result undesired performance of the observer and even
instability of the closed-loop system [9]. To address this
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issue, we propose utilization of multiple HGOs and adaptive
techniques.

An approach for recovering the state variables of dynamical
systems is utilization of multi observers [10], [11], where
multiple observers are employed to obtain multiple estima-
tions of system states. Then, a supervisor selects one of
the observers at each time instant based on an appropriate
criteria. This method is able to provide preferable estimations;
however, it has two drawbacks. Although the structure has
multiple observers, only the obtained information from one
observer is used at each time instant. Furthermore, it needs
to employ c” observers, where n is the number of states and
¢ > 1, to result satisfactory performance [11]. Consequently,
the required number of observers grows exponentially by the
increase of state variables.

In adaptive systems based on a single adaptive model, the
transient response is oscillatory when the system uncertainty
is large [12]. One solution to this problem is utilization of
multiple models for identification of the plant and a supervisor
for selecting the closest model to the plant at any time
instant [13]. On the other hand, this method has similar
drawbacks to multi observers: a large number of models is
required and the available information of all models is not
efficiently employed. In [14] a novel scheme, called second-
level adaptation technique, is presented for control of Linear
Time Invariant (LTI) systems in companion form. In this
approach, switching between multiple models is eliminated
and a convex combination of all information is employed for
parameter estimation and controller synthesis. The robustness
of this method is investigated in [15]. Moreover, in different
research, this concept is applied to systems with unknown
parameters for solving problems raised in control theory
[16], [17]. Besides, the state estimation problem for nonlinear
systems is addressed in [18], [19]. In contrast, we provide
robustness analysis and address the output feedback control
problem.

In this paper, the second-level adaptation technique is
employed together with Multiple HGOs (MHGO) to recover
the state variables of a special class of nonlinear systems,
and the obtained estimation is used in an observer-based
controller. The main contributions of this paper are: I) A
new methodology using multiple HGOs and the second-
level adaptation technique is proposed for state estimation
of nonlinear systems. II) By employing the properties of the
proposed structure, the state estimation problem is converted to
a parameter and state estimation problem, and the parameters
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are estimated using a modification of the Recursive Least
Squares (RLS) algorithm. III) It is proved that the obtained
state estimation converges to the system state, and the peaking
of MHGO observation error can become smaller than a
single HGO. 1V) In the presence of measurement noise, it
is shown that MHGO can provide satisfactory performance
by appropriately selection of some design parameters. V) A
re-initialization scheme is presented to mitigate peaking due
to abrupt output disturbances. VI) The observer-based control
problem is considered, and it is proved that a separation
principle is valid when MHGO state estimation is employed.

II. PROBLEM STATEMENT AND PRELIMINARIES

The considered special class of nonlinear systems and the
structure of conventional HGOs are presented in this section.

A. Problem Formulation
Consider the following nonaffine nonlinear system
&= Az + Bf(z,u)
(1)
y=Cx

where © € X C R"™ is the state vector, u € Y/ C R and y €
Y C R denote the input and output of the system, respectively,
and the n x n matrix A, the n x 1 vector B, and the 1 x n
vector C' are defined as follows

o 1 --- 0 0 1
. 0
A: ° ’B: ’CTi
0 0 1 0
0 0 1 0

In addition, f : X XU/ — 'R is a nonlinear function which is
locally Lipschitz in its arguments over the domain of interest,
and f(0,0) = 0; hence, the origin is an equilibrium point of
the system [8].

Similar to [20], we assume that f(-, -) is Lipschitz on X’ xU.
For satisfaction of this assumption, the set X x U will be
considered to be compact.

B. High-Gain Observers
The structure of a single HGO is as follows [2], [20]

& = Az + Bfo(#,u) + H(y — C%) 2)

where & is the state estimation vector, fo(-) is a saturated
version of f(-) and agrees with that on X xU. Also, € € (0, 1]
and H = [%, 5% ... ':',';}T, where k;s are chosen such that
all the eigenvalues of the matrix A — HC have negative
real parts, i.e., A — HC is Hurwitz. For investigating the
convergence of Z to x, let T = x — & and subtract (2) from

(1) to obtain

z = A% + B[f(z,u) - fo(2,u)] 3)
where Ag = A — HC'. As proved in [2], [20], there exists

€* > 0 such that for every 0 < ¢ < €* and any admissible
x € X and u € U, the effect of f(z,u) — fo(&,u) on Z is
rejected, and the state estimation converges to the state of the

plant, i.e., lim; , Z(t) = 0.
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Throughout the paper, we need the following lemma.

Lemma 1 ( [21]): Let ay,as,--- ,a, € L where L is a
linear space. The intersection of all convex sets in £ containing
a; is called the convex hull IC of {a;(i = 1,2,--- ,m)} and
any element of which, a’, can be expressed as a’ = Z:ll Bia;
where f3; € [0, 1] is a constant satisfying Y ., 3; = 1.

III. THE MAIN RESULTS

In this section, the structure of the proposed observer,
MHGO, is presented, and its stability, performance, and ro-
bustness to measurement noise are investigated in detail. To
counteract peaking resulted from sudden output disturbances, a
modification of MHGO with resetting is also introduced. Fur-
thermore, the output feedback control problem is addressed.

A. The Proposed MHGO

The proposed method reconstructs the state of the plant
at any given time instant using full knowledge provided by
multiple observers. In this regard, N HGOs with the structure
of (4) are considered

Zi(At) = Ad;(A,t) + H(y(t) — Cii(A, 1))
N
+ Bfo(Y_cuidi(At),u(t), i=1,--- N

i=1

where Z; denotes the state estimation from the ith observer
with #;(A,0) = 2;(0), a; € [0,1] is a constant term satisfying
Zilil =1 and A =[a1 a aN}T. The notation
Z;(A,t) is employed to show that Z;s are functions of «;s.
The final estimation is considered as a combination of N
estimations as follows

N
Bo(t) = Y (A t) (5)
i=1

Considering (4), each observer utilizes state estimations
provided by the other observers, and the final estimation is a
combination of the individual observations (refer to (5)). This
approach, employing multiple observations for calculation
of the final estimation, assists in having a more accurate
estimation. Nevertheless, we need to prove that the proposed
observation structure (4) and (5) can estimate plant states,
accurately. Toward this end, the following lemma is presented.

Lemma 2: Consider nonlinear system (1), N high-gain
observers (4), equation (5), and let x € X and v € U. If
the initial conditions of HGOs (4) are selected such that z(0)
is in the convex hull K of #;(0), then there exist some s
such that for o;; = o, the equality of z(¢) = &,(t) holds for
allt > 0.

Proof. At ¢ = 0, by employing Lemma 1, it can be seen
that since Z;(0)s are chosen such that (0) is in the convex
hull £ of {2;(0)(i =1,2,---,N)}, some os exist such that
z(0) = Zfil af2;(0), ie., T,(0) = 0 where T, = = — &,
is the state estimation error. Now to provide the analysis for
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t > 0, it is required to obtain the observation error dynamics.
Subtracting (4) from (1), results in

(A1) = AoZi(A, )

N (6)
+ B[f(2(t),u(t)) — fo(z ;i (A1), u(t))]

where Ag = A— HC and z; = x — Z; denotes the observation
error corresponding to the ith observer. In order to obtain the
error dynamics of MHGO, one can use (5) and the fact that
Zi]\il a; = 1 to get &,(t) = Zf\;l a;T;(A,t). Therefore,
noting that «;s are constant, we use (6) and obtain the time
derivative of Z,(t) as follows

o = Aok + BIf (x,u) — fo(&o,u)] (7

Since fy agrees with f on X x U, we conclude that £, = 0
is an equilibrium point of the preceding equation. Besides, as
stated before, choosing «; = « results in Z,(0) = 0; and
therefore, Z,(t) = 0 for all ¢ > 0. O

The following assumption is a result of Lemma 2.

Assumption 1: The initial conditions of HGOs (4), &;(0)s,
are chosen such that the initial condition of plant (1), 2(0), is
in their convex hull K.

Remark 1: From convex analysis, we know that since
x(0) € R™, at least N = n + 1 observers are required for
satisfaction of Assumption 1. In addition, one can choose
#;(0)s such that X C K to guarantee x(0) € K. It is also
worth noting that in comparison to multi observers that need
c" observers with ¢ > 1, MHGO requires fewer observers,
especially when n is a large number.

From Lemma 2 it can be concluded that there exist some
unknown constant «'s that result in perfect state estimation.
Therefore, the following equation can be obtained

N
2(t) =Y ajdi (A1), VE>0 (8)
=1

where A* = [a] a3 a}*V]T. Although choosing a;s
identical to o's results in perfect state estimation, such a selec-
tion is impossible due to the fact that o} s are unknown. Thus,
deriving an appropriate estimation of «; is required. In other
words, the understudy state estimation problem is transformed
into a combination of state and parameter estimation Broblem.

In order to estimate s, let us use the fact that ) ." | o =
1 and rearrange (8) to obtain

N
> o (AT t) =0 ©)
=1

By considering afy = 1 — Z?{:—lla;‘ and defining 0* =

a7 a3 oz*N_JT, we rewrite (9) as follows
N-1
D a(@(07t) — En(07.0) = —En(0".1)  (10)
i=1

On the left hand side of (10), Z;(6*,t) — xn(0*,t) is equal to
Zn(0*,t) — &;(0*,t). Moreover, one can use (4) and get

N (07, 1) — (0%, 1) = Ag(&n(0%,1) — 2:(0%, 1))
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It can be seen that &y (0*,t) — &;(0*,1) is the state of an LTI
system, and in turn, it does not depend on 6*; thus if a matrix
M is defined such that its ith column is & 5 (6*,¢) — Z;(6*,¢) ,
it is independent of #*, and one can write the regression form
of (10) as follows

M(t)0* = —in(0*,1) (11)

Although the matrix M (t) is completely known, the right
hand side of (11) is composed of = and Zn(6*) which are
unknown. Therefore, one cannot obtain an estimation of 6*
using conventional adaptive approaches merely based on (11).

To overcome the aforementioned difficulty, let us premulti-
ply (11) by C, and get

CM)0* = —jn (0%, 1)

where gy (0*,t) = y(t) — Cin(0*,t). The right hand side
of the preceding equation is still unknown since 6* is not
available, i.e., Zn(0*,t) is unavailable. Therefore, the RLS
algorithm which requires gy (6*, t) for estimating 8* cannot be
utilized. Nonetheless, to find an estimation of 6*, we propose
employing a modified version of the RLS algorithm as follows

0(t) = —P(OM ) CT (Gn (0, 1) + CM()0(1))

. (12)
P(t) = —Pt)M(t)TCTCM(t)P(t)

where 0 represents an approximation of 0%, §n (6,t) = y(t) —
Cin(0,t), 8(0) = 6y, and P(0) = ~I with the positive
constant v and the identity matrix /. Note that the modified
RLS algorithm uses gy (6, t) instead of §n (6%, ), and it will
be shown later that this structure is appropriate for obtaining
an accurate state estimation. It is worth noting that since
M (t) is independent of 6*, its ith column is considered as
&n(0,t) — (0, t) that can be easily obtained.

Once 6 is calculated, it is employed for state estimation as

:(0) = A2;(0) + H(y — C#:(0)) + Bfo(do, u)
N-1 N-1

Bo= Y adi(0)+ (1= ) a)in(0)

i=1

i=1

13)

Therefore, the state estimation is obtained using two intercon-
nected systems (12) and (13).

B. Performance Investigation

This section includes performance investigation of the pro-
posed observation scheme, i.e., the interconnected systems
(12) and (13). First, the stability and convergence of MHGO
are shown in the following theorem; afterwards, we investi-
gate that whether it can provide a better state estimation in
comparison to a single HGO.

Theorem 1: Consider system (1), N high-gain observers
(13), and the modified RLS algorithm (12), and let x € X
and u € U. Then there exists €* > 0 such that for 0 < ¢ < €*,
6 and P are bounded, Z;s are uniformly ultimately bounded,
and z, converges to x.

Proof. Consider the scaled estimation error 7 =
Z0T2e@ where ;) and ;) represent the ith elements of
x and z,, respectively. As a result, one can obtain

D(en=z— 2, (14)
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where 1) = [1(1), -+ ,Nm)]” and D(e) = diag(e" ™', -+ ¢, 1).
By using » .", &; = 1, the scaled error (14), and the fact
that CD(€) = e"~1C, the dynamics of MHGO, including the
modified RLS algorithm (12) and /N high-gain observers (13),
can be rewritten as follows

N-1 R
n= Z im0 &) () (15)
=1
6— —62("_1)PM1T CTC(nn (0) + M, 6) (16)
P=—e=YpyTetom P (17)
em(é) = Alm-(é) + eB[f(z,u) — fo(x — D(e)n,u)] (18)

where D(e)n; = = — &, is the scaled state estimation error
for the ith observer, the ith column of Mj is 1;(6) — nn (6),
and A; = eD(e)"1ApD(e). It is worth noting that A; is a
Hurwitz matrix since ;s are chosen such that Ag is Hurwitz.

Since 0 < P(t) and P(t) < 0, it can be seen that P(t) <
P(0) = ~I and P(t) is bounded. Moreover, using the fact
that P(t) is symmetric, we have |[P(#)]|? = Amax(P(t))%
P(t)] < .

We use the definition of M; and rewrite the regression form
of n from (15) as follows

n = M0 + 1y (D) (19)
Substituting the preceding equation into (16) results in
6=—-"VppmToTcon (20)

On the other hand, by using (18) and the fact that the ith

column of M is 1;(6) — nn (0), we have
6M1 = A1M1 (21)

Now by using (18), (20), and (21), the derivative of (19) is
1

= *Aln — 62(n_1)M1PM1TCTC7’]
€

+ Bf(z,u) = folz — D(€)n, u)]

In order to investigate the convergence of &,(t) to z(t), a
Lyapunov function candidate V(n) = o7 Pin is considered
where P; is the positive definite matrix satisfying AT Py +
Py Ay = —1I. Therefore, the derivate of V(7)) can be obtained
using (22) as follows

(22)

. 1
V(n) =——n"n =2y PLM PM{CT Cy
+20" PLB[f (,u) — fo(z — D(e)n,u)]

Employing || D(e)|| = 1, the fact that f is Lipschitz on X' x U
and fj is a saturated version of which and agrees with that on
this domain, we conclude that

1f (@, u)— fo(z—D(e)n,

where Iy > 0is a Lipsch@tz constant. One can use (23), (24),
and || B|| = 1 to express V(n) as

(23)

) 1 .
V() < —=llnll* + 2D Py M |22 0]
+ 2L || Pl In]f?
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By defining ¢* := 1/(4L1||P1||) and choosing 0 < € < €*, we

have

Vn) <

As it was shown before, || P(t)|| < «y. Moreover, from (21), we
know that M; (t) = et M, (0). Since A; is a Hurwitz ma-
trix, a Lyapunov function candidate W = Tr[eiATtPle%Alt]
can be considered to obtain W = —1 : Trle< AL tecAt]. Fur-
thermore, we have

)\min(Pl) TI'[

1 -
—oclnl? + 2 VP PP nl® - @25)

1 T
Al es

A W < Aax (P1) Tefer A1 tet A1)

(26)
where Apin(P1) and Apax(Py) are the smallest and largest
eigenvalues of P, respectively. By using the above equation,

one has W < —mw, and in turn,

W(t) < e~ Pman P ' W(0) @7)

Now, one can consider the following inequalities

Thus, (26), (27), and the above equation can be used to get
| (28)

with & = /Mhmax(P1)/Amin (P1) and A = 1/(2Amax(P1)).
Using (28), we have || M;(t)|| < k||M;(0)||e~=t. Then, the
obtained upper bounds of ||P(¢ )|| and || M (t)]] and (25) can
be utilized to get V(i) < —L|nl> + pe2%!n|? with
p = 2k2yE=D|| Py M1(0 )||2 Note that the following
inequality always holds.

)‘min(Pl)HnHQ <V(n < )‘maX<P1)H77H2

e%AltHZ < TI‘[ 1A1 teeAlt] < n‘ €€A1tH2

e%Alt” < ke~ et

(29)

Thus, (29) can be used to obtain
1

V(n) S (_26/\max(P1) v Amin(F)l)pe_z%t)vv(n)

By solving the preceding equation, we have

PP
V() < e Tt e T 71 Oy ()

Considering 1—e 22t <1, the preceding equation is rewritten
as follows

V(t) < kre” maxtPi 'V(0) (30)

with k1 = e mn®? . As a result, lim; o, n(t) = 0, and
To(t) converges to z(t).
To show that 6 is bounded, (20) is used to get

t
0(t) = G — D) / PrMI(1)CTCn()dr  (31)
0

Furthermore, one can get the following inequality by employ-
ing (29) and (30)

_ 1
In(®)]] < ke 5 xmaxtm|(0) (32)

where ko = \/ k1 Amax (P1)/ Amin (P1). By utilizing the preced-
ing equation, the upper bounds of || P(t)]| and |M1( )||, and
(31), one can get [|0(t)|| < ||6ol| + ks fo (o Termn P
with ks = kkyye? D[ M, (0)][[7(0)]|. We conclude from
1OG)I] < [16o]| + ka ozt that 6 is bounded.
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To show that ;s are bounded, using the boundedness of z,
we need to show that 7;s are bounded. For that, a Lyapunov
function candidate V;(n;) = n Pin; and (18) are used to get

Vi) < —&lnill* + 2Lal| P [[mill[nll. By using (32), we
concluded that Vj(n;) < 0 for ||n;|| > 2eLiks||P1]|||n(0)]],
and in turn, 7;s are uniformly ultimately bounded. (I

From Theorem 1, we see that the proposed observer is stable
and its estimation converges to system state. On the other
hand, the main purpose of the proposed observer is obtaining
a better estimation in comparison to a single HGO. In order
to investigate that, the analysis of estimation error of MHGO
and a single HGO needs to be performed. Toward this end, it
is required to consider the following assumption.

Assumption 2: The initial conditions of HGOs (4) are chosen
such that the matrix M (0)M (0)7 has full rank.

Remark 2: Since M(0) isn x (N —1)and N —1 > n,
Assumption 2 is not restrictive.

The performance analysis of MHGO and its comparison to
a single HGO are performed in the following lemma.

Lemma 3: Let conditions of Theorem 1 be satisfied and
Assumptions 1 and 2 hold. If v := £¢/e2("~1) with the positive
constant &, then,

(1) there exist £ > 0 and €] > 0 such that by choosing £ >
&7 and 0 < € < €], the state estimation errors of MHGO
and a single HGO can peak to O(||Z,(0)]|/(¢é¢"~ 1)) and
O(||(0)||/e"~1), respectively, where #,(0) = Z(0) are
the initial estimation errors.

(i1) if N =n+1, there exist £&5 > 0 and €5 > 0 such that by
choosing £ > &5 and 0 < € < €5, the norm of parameter
estimation error f = 6 —6* is less or equal to O(||6g||/€)
where 0 is the initial parameter estimation error.

Proof. See the Appendix. (]

It can be seen from Lemma 3 that by choosing a large
enough &, which is equivalent to taking v large, the peak of
MHGO state estimation error can become arbitrary smaller
than the peak of a single HGO estimation error. As a result,
the proposed MHGO may provide state estimations with more
preferable transient response in comparison to a single HGO.
Other approaches for attenuation of peaking are using hybrid
modifications and projection [22] or introducing saturation into
a low-power modification of HGO [23]. In contrast to [22],
the considered plant is more general and is not limited to
interconnected second order plants. Also, peaking in [23] can
grow to O(1/¢); however, for the MHGO, peaking can become
arbitrary small. It is also worth noting that since o« € [0,1],
one could employ projection to compel &; € [0, 1], and in turn,
would need to appropriately modify the preceding analysis.

Remark 3: One can see from Theorem 1 and Lemma 3 that
Assumptions 1 and 2 are not required for the convergence of
state estimation. However, if the initial conditions of HGOs are
selected such that they are held, by selecting a large enough
v, the proposed observation scheme can provide better state
estimations than a single HGO.

Remark 4: It can be seen from the presented analysis that
x(0) € K is required for the existence of 6* which satisfies
x(0) = M(0)0* + Zn(0). Therefore, Assumption 1 can be
relaxed into selection of Z;(0) such that M (0) is full row
rank, i.e., 2(0) — Zx(0) € Range(M(0)).
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C. The Effect of Measurement Noise

In the theory of HGOs, it is well-known that there exists a
trade-off between the speed of state estimation and sensitivity
to noise. In [24], it is shown that when there exists measure-
ment noise, the state estimation error of HGO converges to an
ultimate bound O(p/e"~1) where i is an upper bound of the
norm of noise. Consequently, even though choosing smaller
€ results in faster convergence of state estimation, it produces
bigger transient peaks and bigger ultimate estimation error
bound. In this section, we assume that the output measurement
is contaminated by noise as follows

y=Cz+v (33)

where v is the bounded measurement noise such that ||v|| < p.
The goal is to investigate the performance of MHGO in the
presence of noise; hence, the following lemma is presented.

Lemma 4: Let conditions of Theorem 1 be satisfied and
the output of plant be contaminated by noise as (33). Then,
there exist positive constants €*, kq, ko, k3, and A such that
by choosing 0 < € < €*, we have

N k1 gy n, X _92
1Zo(®)ll < S=p e 2 86 (0)] + haye (€™ 2" — e 72 )
k
+ (L # (34)

where Z,, is the state estimation error of MHGO and ||v|| < p.
Proof. See the Appendix. ]

From (34), it is obvious that the ultimate estimation error
bound of MHGO is O(p/€" 1), which is the same as a single
HGO, obtained in [24]. On the other hand, the measurement
noise and initial estimation error have linear effects on the
right hand side of (34). As a result, even though choosing a
large ~v reduces the effect of initial estimation error and the
peaking phenomenon (as it was shown in Lemma 3), it will
also increase the transient effect of noise. In other words, there
is a trade-off for choosing . To reduce the effect of Z,(0),
we need to choose a large v, and for mitigating the effect of
noise, v should be set small enough. One method for selecting
the design parameters € and «y is to choose a large € to reduce
the ultimate estimation error bound and set ~y large enough to
improve the transient response.

D. Re-initialization Against Abrupt Disturbances

In the proposed observation scheme, all of the individ-
ual observers converge to each other in the long run, i.e.,
M;(t) — 0 as t — oo. This means that after the transient
response, &, is equal to a single HGO’s estimation. From
a practical point of view, abrupt disturbances may occur at
the output of the plant after the transient response. In this
case, as shown in the previous section, MHGO is still stable;
however, it is not able to improve the transient response related
to the disturbances since M (¢) has already become small. For
addressing this issue, we propose a re-initialization scheme to
enhance transient response resulting from abrupt disturbances.

To achieve the mentioned goals, we reset the state estimation
of the ith observer to its initial value, i.e., Z;(tx) = Z;(0)
where t;, is the time instant of the kth re-initialization; thus,
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we have M (t;) = M(0). For the RLS algorithm, P(t;) = I
can be selected; however, if we choose é(tk) = éo, the state
estimation &, will reset to the initial value #,(0) and this will
cause discontinuities in #,. To avoid that, f(t;) should be
chosen such that Z,(t,) = Z,(t, ) where t,_ is the time instant
before the kth resetting, i.e., M(0)0(tx) + 2n5(0) = Zo(ty, )
Considering this discussion and Assumption 2, the following
re-initialization scheme is presented

&;(ty) = #;(0),s=1,--- N
P(ty) =1
é(tk) = M(O)T(M(O)M(O)T)*l(io(t;) — @n(0))

(35)

The following lemma analyzes the performance of MHGO
under the presented re-initialization scheme.

Lemma 5: Let conditions of Theorem 1 be satisfied and
Assumption 2 holds. Also, there exists abrupt output distur-
bance v given by (33) which is bounded as ||v|| < u. Then,
there exist positive constants €*, ky, ko, k3, and A\ such that
by choosing 0 < € < €*, the state estimation error of MHGO
with resetting (35) satisfies

Ky

~ — At~
1ZO)] < e > |1Z.(0)]

En

k—1
+ Z e~ 3 (t—t;) [szyen(e—%(tj—tj—l) _ 6—2%(%‘—%‘—1))
Jj=1

k3 P
+o(l-e 2 (f t“))]u

+ ]{32’)/6”(6_2%“_75"*1) _ 6_2%@_%*1))/1
k3

(1= e A,

(36)
where t € [tp_1,tx), t; is the time instant of the jth resetting
for j=0,1,--- ,k—1, and t, = 0.

Proof. See the Appendix. O

Since the time instant of disturbance occurrence is unknown,
it is required to consider a scheme for determining the resetting
time. In this regard, the e‘gt—weighed Lo norm of the output
estimation error can be utilized as a monitoring signal, i.e.,
9(t) = [ e 20 (y(r) — Ci,(r))2dr with the design
parameter § > 0 [25]. This signal can be implemented using
a linear filter as follows

0= -20 1 (y - C)2,9(0) = 0
€

(37
As a result, ty, is defined as the time at which ¥(¢) > 9 where
9 > 0 is a design parameter, and we choose ¥(tz) = 0 to re-
initialize the filter at the resetting time. It is worth noting that
the design parameters & and 1 should be selected proportionate
to the application to prevent false resetting signals (due to very
small 9 or very large ¢) or missing out disturbance occurrences
(for very large or small 9 and &, respectively).

Remark 5: We need to assure that the summation in (36)
is bounded even if the number of resettings tends to infinity.
Let the minimum switching time interval be 7' = min{¢; —
tj—1} for j=0,1,--- ,k—1, then ¢t € [tx_1,1;) can be used
to get t —t; > (k— 1 — j)T. By noting emze(ti=ti-1) _
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e2e(ti=ti-1) < 05 and 1 — e~ 2:(t—4-1) < 1, it is only

. . : ) o S P Do
required to investigate lim >"°_; e~ 3 (*=%), which is
k—so0 “I=

k-1 k—1
lim e~ 2 (=t) < Jim Ze_%(k_l_j)T
k—o00 4 T k—oo 4
Jj=1 Jj=1
k—2 i
= lim (e*ﬁT)
k—o00 4
Jj=0

The above summation converges to a bounded value for all
T > 0, which is always satisfied based on its definition. It is
worth noting that the switching excludes the Zeno behavior,
which means that a subsequence of switching times ¢;, such
that limg_,oo(¢j, — tj,_,) = 0 does not occur. To show this,
considering the structure of filter (37), it suffices the input
signal y —C'z, to be bounded in finite time. This is guaranteed
as = belongs to the compact set X, the disturbance v is
bounded, and Z, is continuous.

E. Control

This section considers the output feedback control problem
using the state estimation of MHGO. The proposed control
strategy is inspired by the following theorem which addresses
the output feedback control problem using a single HGO.

Theorem 2 ( [2]): Let u = w(x) with the locally Lipschitz
function w(z), which is globally bounded and w(0) = 0, to
be a state feedback controller that asymptotically stabilizes the
origin of (1) with the region of attraction ). Now, consider the
output feedback controller u = w(&) where & is generated by
the single HGO (2). Let S be any compact set in the interior
of Q2 and Q be any compact subset of R"™. Then,

(1) there exists €] > 0 such that, for every 0 < € < €], the

solution (z(t),#(t)) of the closed-loop system, starting
in S x Q, is bounded for all ¢ > 0.

(ii) given any p > 0, there exist €5 > 0 and 7% > 0, both
dependent on p, such that, for every 0 < € < €5, the
solutions of the closed-loop system, starting in S x Q,
satisfy [|z(t)]| < p and ||Z(¢)|| < p for all ¢ > T.
given any p > 0, there exists €5 > 0, dependent on L,
such that, for every 0 < e < €3, the solutions of the
closed-loop system, starting in S x Q, satisfy ||z(t) —
2 (t)|| < p for all ¢ > 0, where x,.(¢) is the solution of
system (1) under u = w(z), starting at (0).
if the origin of system (1) under u = w(z) is exponen-
tially stable and f(x,u) is continuously differentiable in
some neighborhood of = = 0, then there exists ¢; > 0
such that, for every 0 < € < €}, the origin of the closed-
loop system is exponentially stable and S x Q is a subset
of its region of attraction.

(iii)

(iv)

Theorem 2 posits that by choosing a sufficiently small e, the
output feedback controller that employs & from (2), recovers
the performance of the state feedback controller. In the sequel,
a theorem corresponding to the performance of the observer-
based control scheme that utilizes state estimation obtained
from the proposed MHGO, is provided.
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Theorem 3: Let conditions of Theorem 2 be satisfied, and
consider the proceeding MHGO

N-1
To = @Zi'z<9) + (1 — dz)i‘N(@)
=1 =1
where ¢ = 1,--- N and %, denotes the reconstructed system
A R . T . .
state; moreover, § = [y dn_1]" is obtained from

the modified RLS algorithm (12). Then, the output feedback
controller u = w(&,) recovers the performance of the state
feedback controller, in the sense of Theorem 2. Moreover, 0
and P are bounded and ;s are uniformly ultimately bounded.
Proof. By using the scaled estimation error as defined in
(14) and the fact that CD(e) = ¢"~1C, one can rewrite the
dynamics of the overall closed-loop system as follows

&= Ax + Bf(z,w(x — D(e)n)) (38)
n= M0+ (0) (39)
é = —62(”_1)PM1TC’TC77 (40)
pP=-&r=Ypymroetom P (41)
en; = Arn; + eBA(x, D(e)n) (42)

where A; = eD(e)~!'(A — HC)D(e), the ith column of M
is 1:(0) — v (8), and A, D(e)) = f (&, w(x — Die)n)) —
folw — D(e)n,w(@ — D(e)n)). |

Similar to the proof of Theorem 1, since P < 0 and P > 0,
the matrix P is bounded and ||P| < +. In addition, one can

consider (39) and use (21), (40), and (42) to obtain
en = A — "M PM]CTCn + eBA(x, D(€)n) (43)

It can be seen that (38) and (43) construct a singular pertur-
bation model. Therefore, according to the perturbation theory,
the analysis is divided into two stages: finding the reduced
model and finding the boundary-layer model. To obtain the
reduced system, it is required to set ¢ = 0 in (38) and
(43). Since A; is a Hurwitz matrix, it has full rank. Thus
by setting ¢ = 0 and performing some basic manipulations,
one can get & = Az + Bf(x,w(x)). It is obvious that
the reduced system is the closed-loop system under the state
feedback. Thus it is asymptotically stable with the region of
attraction 2. According to the converse Lyapanouv’s theorem
[2], there exists a Lyapanouv function V(x) and a positive
definite function U(z), defined for = € €2, such that

V(z) = o0 as & — 00
Z—Z[Ax + Bf(z,w(x))] < =U(z),Vz € Q 9
and for any ¢ > 0, Q. = {V(z) < ¢} is a compact subset
of Q. Define S as a compact set in the interior of €2, then
S C Q. C.

In the next step, to obtain the boundary-layer model, the
change of time variable T = t/e is employed. Then, by setting
e = 0, the model is derived as Z—Z = Ajn. Since all the eigen-
values of A; have negative real parts, there exists a Lyapunov
function W (n) = n” P17 such that %Vy[,/Aln = —||n||?; where
the matrix P; satisfies A;7 P, + PyA; = —1I.
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Let ¥ = {W(n) < p?} and 1T = Q. x X. The proof of (i)
is divided in two steps. In the first step, it is shown that there
exist ¢ > 0 such that by selecting 0 < € < €7, the set II is
a positively invariant set. On the other hand, it is not possible
to guarantee that n(0) € 3. To address this challenge, in the
second step, it is shown that there exists e > 0 such that
for 0 < € < €3 and (z(0),%,(0)) € S x Q, the trajectory
(z(t),n(t)) enters II in finite time.

For the first step, we can use (38) and consider the derivative
of V as follows

V= Z—Z[Am + Bf(z,w(x — Dn))]

Since f and w are locally Lipschitz functions, we can consider
the following inequality for small enough €

1/ (2, w(x = Dn)) = f(z,w(@))[| < kulnll,v(z,n) € I (46)

where k; is a Lipschitz constant. Moreover, over ., we
have ”%” < ko, and in turn, by adding and subtracting
%Bf(x,w(m)) to the right hand side of (45) and using (44)
and (46), one has

V < —U(x) + kiks||n]|

(45)

(47)

In the set II we have W(n) < p?, and consequently
Inl < p/+/Amin(P1). Therefore, one can rewrite (47)

as V. < —-Ux) + klkg\/ﬁ. By selecting p
ﬁ/(klkgﬁ) where 3 = min,epn, U(x), it can be

shown that V' < 0.
For W (n), by using (43) we have

: 1
W= — =Ty — 220097 p M, PMTCT O
€
+ 21" PLBA(z, D(€)n)

Now [|[P(t)|| < 7, ||[M1(t)]| < k||M71(0)||, and the fact that
IA(xz, D(e)n)|| < Li||n|| for (x,n) € II and small enough e
can be employed to get

. 1
W< (= 0Dy + k)]

where k3 = 2k%v||Py||||M1(0)||? and k4 = 2L, || P|. Conse-
quently, there exists €; > 0 small enough such that for any
0 < €< e onehas 2" Vg +ky < 2, and in turn, we get
W<~ fnll* <0 (48)
2e
Therefore, for all (z,7) € II, we have V < 0 and W < 0,
i.e., IT is a positively invariant set.
Now, in the second step, it is considered that (2(0), Z,(0)) €
S x Q. Since f(z,w(x— Dn)) is locally Lipschitz and w(x —
Dn) is a globally bounded function of = — D, for all z € £,
we have

[Az + Bf(z, w((z — Dn)))|| < ks (49)

where k5 is non-negative and independent of e. Therefore, by
using (38), (49), and the fact that z(0) is in the interior of .,
we have || [ @(7)dr|| < [} |l@(7)||dT < kst, and in turn, it
can be seen that for x(t) € Q. it is valid to say

() = ()| < kst (50)
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This means that there exists T, > 0, independent of ¢, such
that 2(¢) is in the interior of Q. for all ¢ € [0, Tp]. During
this time interval, by choosing 0 < € < €, the equatlon (48)

is satisfied. Thus, it can be shown that 1% < fWW
and consequently, we have
W(t) < e“zam;(mitw(o) (51)

Now by defining T'(¢) = 2€Amax(P1) In( M;(QO)), we see that
there exists ez > 0 such that the inequality T'(¢) < 3Tj is
satisfied for any 0 < € < €. It should be noted that such a
selection exists since if € tends to zero, T'(¢) tends to zero
too. Therefore, by selecting 0 < € < €9 it can be guaranteed
that W (T'(¢)) < p?. In other words, 7(t) enters 3 before x(t)
leaves €2.. Now by considering €; = min{e;, €2} and selecting
0 < € < €, it is valid to say that in the time interval [0, T(¢)],
(z(t),n(t)) enters II and stays in the interior of II for all
t > T(e). Thus, the trajectory (x(t),7n(t)) is bounded for all
t > T(e). We see from (50) and (51) that (x(¢),n(t)) is also
bounded for ¢ € [0, T (¢)], and this concludes the proof of (i).

As it was shown, by selecting 0 < € < €],
(51) is valid. Therefore, similar to the proof of Theo-
rem 1, one can get [[0(t)]] < [|foll + Kes——

A

4dAmax (P

with kg =  kkyye2 V| My (0)|[|n(0)|| and k7 T
\/ Amax(P1)/Amin(P1). In addition, by considering a Lya-
punov function candidate W;(n;) = nl P17, it can be obtained
that W;(n;) < 0 for ||n:|| > 2eL1k7|| Py||||[n(0)]|. Hence, 6 is
bounded and 7;s are uniformly ultimately bounded. On the
other hand, since the boundedness of z(t) is guaranteed, Z;s
are also uniformly ultimately bounded.

The proof of (ii)-(iv) is similar to Theorem 2 and can be
found in [2]. O

Remark 6: The theorem states that the separation principle
proved for nonlinear systems and a single HGO is still valid
for the proposed MHGO. As a result, a globally bounded
state feedback controller and the proposed MHGO can be
employed to stabilize nonlinear systems. On the other hand,
as shown before, MHGO can provide better state estimations
than a single HGO. This means that MHGO can provide more
accurate state estimations for the controller which can result
in a more preferable performance.

IV. SIMULATION RESULTS

In this section, simulations are performed on two practical
systems, the Van der Pol oscillator and a robotics system. The
first example discusses the state estimation problem, and in
the second example, the output feedback control problem is
addressed.

A. Example 1

This simulation considers the state estimation problem of
the Van der Pol oscillator which is & = —a?z + B(1 — 22)4,
y = z with « = 1, § = 0.5, and the initial conditions
2(0) = 3 and £(0) = 2 [2]. In order to represent the system
in the form of (1) one can choose Ty = T XTp) = @,
and f(z) = ) + B — af)))z(). To estimate the
system states, a saturated version of f(x) is considered as

—Oél‘
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Time(s)

Fig. 1: State estimation error of Van der Pol oscillator using
MHGO and a single HGO.

fo(@o,) = 200tanh(f(Z,)/200). Also, since N > n + 1
observers are required, N = 3 observers with the initial condi-
tions of #,(0) = [+5  +5]" ,#2(0) = [-5 +5]" ,d3(0) =
[+5 —5]T, and the design parameters x; = 2, ko = 1,
and € = 0.01 are utilized. Thus x(0) is in the convex hull
K of #;(0)s, and M (0)M(0)T has full rank. Moreover, the
initial values for estimating 6* are chosen as 6(0) = 0 and
P(0) = ~I. As it was shown earlier, by choosing a large
enough v, MHGO is able to provide better estimations. To
demonstrate that, v = 102, v = 10%, and v = 10'° are
employed for simulation. To investigate the performance of
MHGO, we compare its results to a single HGO. To provide
a reasonable comparison, fy and the design parameters of the
HGO are selected the same as the MHGO, i.e., ;s and e.
Since different initial conditions result in different peaking
values, we set the initial condition of HGO equal to the
MHGO as #(0) = Y0, 4;(0)#:(0) = [+5 —5]". The
obtained estimation errors using the single HGO and MHGO
are presented in Fig. 1. From this figure, we see that by
choosing a large enough +, the proposed methodology yields a
faster convergence rate and smaller peaks in transient response.
To demonstrate the performance of MHGO in estimating 6%,
the evolution of 6 needs to be compared to 0*. In this regard,
one can calculate 6* by assuming 2(0) is known and using
(8) at t = 0. The result of MHGO parameter estimation is
depicted in Fig. 2, and it can be seen than 6 converges to a
small vicinity of 6* when ~y is selected large enough, which
is in accordance with Lemma 3.

For investigating the robustness of MHGO to measurement
noise, we assume that y is obtained from (33), where the high-
frequency measurement noise is v = 1072 sin(103¢) [20]. The
observation errors of MHGO and a single HGO are depicted
in Fig. 3. As it was shown in Lemma 4, since there exists
noise in the output measurement, observation error converges
to an ultimate bound dependent on the noise, which is the same
for both MHGO and a single HGO. In addition, even though
choosing a large ~y reduces the effect of initial observation
error, it can increase the effect of noise on transient response.
This trade-off can be easily seen in Fig. 3 where choosing
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Fig. 2: Performance of MHGO parameter estimation for Van
der Pol oscillator.
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Fig. 3: State estimation error of Van der Pol oscillator using
MHGO and a single HGO in the presence of noise.

v = 10° made the obtained estimation more preferable in
comparison to a larger value, ie., v = 10'°. Finally, we
present a simulation to illustrate the performance of MHGO
with resetting when abrupt output disturbances occur. The
disturbance v is considered as follows

1 if0.1<t<0.2
v(t) = )
0 otherwise

For determination of resetting time instants, the monitoring
signal ¥ with § = 1 and ¥ = 1073 is used, and Fig.4 shows the
simulation results. It can be seen that when the MHGO is reset
(based on the monitoring signal), the estimation error Z,(t; )
is an initial estimation error for ¢ > ¢, , and the transient
response is improved by choosing a large +.

B. Example 2

This section evaluates the performance of output feedback
controllers using MHGO. In this regard, a single-link flexible

http://dx.doi.org/10.1109/TAC.2020.2966111

()
Eo1)7y = 1010
1P ——— [=———— Zo(1);y = 10
== =Fyy = 10°
0
A | | | | |
0 0.05 0.1 0.15 0.2 0.25 0.3
Time(s)
100 [- T
iou)i"/ =10"
sor | m—— Fom)iy = 10°
= = =)y = 107
A=,
0 e a =
-50 I~ b
100 . 02 021 022 023 024 .
0 0.05 0.1 0.15 0.2 0.25 0.3
Time(s)

Fig. 4: State estimation error of Van der Pol oscillator using
MHGO with resetting and a single HGO in the presence of
abrupt disturbance.

joint manipulator with the following dynamic equation is
considered as a case study [26],

Ea) =T
MgL k
T(2) = = ]‘Cj sinza) = () — #s)
(3) = T(a) (52)

. k 1
by = () — 1) + Fu
Y=

where M =2kg is the Link mass, ¥ =100N/m is the Joint
elastic constant, L =1m is the distance between rotation axis
and the link center of mass, g =9.8m/s2 is the gravitational
acceleration, I; :O.Skg.m2 is the Link inertia moment, and
J =0.5kg.m? is the Rotor inertia moment. The system can be

transformed into the canonical form z = Az + Bf(z,u),y =
Cz [2], where z(1) = 21y, f(z,u) = ¢(z) + ku/(l;J), and

_ MgL

Mg

— (2(3) + Ii

The initial condition is 2(0) = [-0.1 0 0.2 0] . Assum-
ing full state measurement, the following controller stabilizes
the system and forces its output to track the desired trajectory
1;J
100k

. MgL k
o(2) sin z(1) <2(22) + 179: cos (1) + L)

L . k k MgL
sin z(1) Tz + 7 + 7 cos z(y) | -

]T

u(z) = 100 tanh(

( - ¢(Z) - 102(1) - 192’(2)
— 1323y — 52(4) + 10sint))

(53)

To estimate the state variables, we consider five HGOs
(N = 5) with fo(2,) = 200 tanh(555(b(20) + 75u(20)))
and the initial conditions 2,(0) = [-1,—1,+1,-1]7T,
%(0) = [~1,+1,—1,+17, 23(0) = [+1,+1,+1,-1]7,
24(0) = [+1,-1,—1,+1]T, and 25(0) = [+1,—1,+1,+1]%.
Therefore, z(0) is in the convex hull K of 2;(0)s , and
M (0)M (0)7 has full rank. Furthermore, the design parameters
of the HGOs are selected as k1 = 4, ko = 6, k3 = 4, kg = 1,
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Fig. 5: Output and output error of the manipulator under
MHGO-based controller.
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Fig. 6: Output and output error of the manipulator under single

HGO-based controller.

and ¢ = 0.01. For obtaining an estimation of 6%, the initial
values of A(0) = 0 and P(0) = I are employed.

The plant output for v = 10% and v = 10'° (y()), the plant
output under the state feedback controller (y,(¢)), and the error
between y,-(t) and y(t) (§-(t) = y-(t) — y(¢)) are illustrated
in Fig. 5. We see that when ~ is large, the output feedback
controller u(Z,) recovers the performance of state feedback
controller. That is because by choosing a large v, MHGO
provides more accurate state estimations for the controller.

As a comparison, the plant is also controlled using a single
HGO with the same fq, ks, €, and initial condition, i.e.
20)=[+1 -1 +1 +1]T. The simulation result (y,(t))
along with the error between y,(t) and ys(t) (Urs(t) =
yr(t) — ys(t)) are depicted in Fig. 6. By comparing Fig. 5
to Fig. 6, it can be clearly seen that the proposed MHGO-
based control strategy can reconstruct the behaviour of full
state-based control scheme more rapidly and accurately.

V. CONCLUSION

This paper deals with state estimation and control of a
class of nonaffine nonlinear systems. To address the peaking
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phenomenon of HGOs, MHGO was presented that considers
state estimation as a convex combination of multiple HGOs.
It was shown that MHGO is stable and provides an accurate
state estimation with smaller peaks; also, its robustness to
measurement noise was investigated. Furthermore, a resetting
scheme was presented to attenuate peaking from sudden output
disturbances. The output feedback control problem was also
considered and it was shown that the separation principle is
valid for MHGO. As a result, one can employ MHGO along
with state feedback controller to stabilize the nonlinear system.
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APPENDIX

Proof of Lemma 3. (i) Since Assumption 1 holds, (11) can
be used to obtain M (t)0* + nn(0*,t) = 0. Thus, from (19),
we have

n = M0+ o(6) (54)

where § = 6 — 0* and o(0) = nn(6) — nn(0%). To prove (i),
we need to find an upper bound for the norm of 7. Therefore,
it is required to find 0 and in this regard, (20) and (54) are
utilized to obtain

= -V pMTCTO(MG + o(h)) (55)

Now by considering aP0) _

10— _p-1pp-1g+ P14, (17),
and (55), we get d(P 0 = _ (=) T CTCo(f). By taking
the integral of this equatlon and premultiplying by P(t), 6(t)
can be obtained as follows

0(t) = P(t)P(0)" ',
(56)

_ 62(n—1)P(

¢

9 / M, ()T CT Co(f(r), 7)dr
0

In the preceding equation, it is required to obtain P(t). Toward

this end, 25— = —P~'PP~! and (17) can be utilized to

get ‘“Z—;l = (=D M CTC M, . Taking the integral of this

equation and employing M; (t) = e<“1* M (0) results in

P() = [P(0) " + M0 (0) T, (1)) 0)] o

where T',( f etAITCTCetA1™dr is the observabil-
ity Gramlan correspondmg to the observable pair (A;,C).
Hence T',(t) is always positive definite. Now, by consid-
ering (56), it can be seen that one needs to calculate
P(t)P(0)~" and €2("~1) P(t). Toward this end, the preceding
equation and P(0) = ~I is used to obtain P(t)P(0)~! =
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[T+ ~ve2"=D M, (0)TT, ()M (0)] ~*. By employing the ma-

trix inversion lemma [27], we have

Pt)P0)~' =1— M (0)"

1 _ - 57)
X (Wro(t) L M;(0) M, (0)T) " My (0) (

Given Assumption 2, M; (O)Ml(O)T
Thus, we can get

is a full rank matrix.

(ﬁro(t)_l—i_Ml(o)Ml(o)T)_l = (Ml(O)Ml(O)T>71
X (I + %Fo(t)il(Ml(O)Ml(O)j»il)71 (58)
ve

Using the Neumann series [28], we can rewrite the above
equation and obtain the effect of ve2("~1). Toward this end,
one has to show that there exists v* > 0 such that for every
~v > ~*, the following equation is satisfied

1

St 1) TN (0)M1(0)) T < 1

IT6(2) (59)

In this regard, let v = £/2(»=1) with the positive constant
¢ and [|(M1(0)M1(0)T)~Y| = ks. Moreover, since T',(t) is
symmetric and positive definite, there exists a positive constant
ks such that 0 < k5 < Amin(To(t)); hence ksI < T'y(%)
which results in I',(t) ™! < 7-1. In addition, since I',(t) is a
symmetric matrix, similar to P( ) in the proof of Theorem 1,
it can be shown that ||T',(#)7!|| < kis; consequently, we have

1 —1 Ty—1 1ky
~ et o)™ (M (0)M(0)7) 7 < 24~
As a result, by defining £* := k—“ and choosing £ > &7,

condition (59) will be satisfied. Now the Neumann series can
be employed to obtain

(I+ ﬁro(ﬂ_l(Ml(O)Ml(O)T)_l)_l =) (-p*
k=0
x (%)k (T ()~ (M (0) M, (0)T) 1)

We use the above equation and (58) to rewrite (57) as

P(t)P(0)~" = I — My (0)" (M;(0)M;(0)") =" My (0)
+ My (0)" (M1 (0)M;(0)") G4 (t) M1 (0)

with Gy = 3777 (= 1)F 1 () (Do (1) 71 (M1 (0) M1 (0)T) ~H)*.
As it can be seen from (54) and (56), it is required to calculate
M, (t)P(t)P(0)~" and ("~ 1)M1( t)P(t). In this regard, we
employ (60) and M, (t) = e+ M;(0) to obtain

(60)

My (t)P(t)P(0) ™" = e=41'Gy () M; (0) (61)

Because 2"V P(t) = v~V P(t)P(0)~', one can use
ve2(=1) = ¢ and (60) to get

SN () P(t) = ex M, (1)L Gal(t)

« QLOMOT) L0 D
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with Go = ZZO:O(_l k
is worth noting that

[G1(t)
(63)

[Ga(2)

Employing (56), (61), and (62), we obtain
My (£)0(t) = =Gy (£) My (0)y
t
_etAtr (1) 1G2(t)/ AT OT Co (), 7)dr
0
Then, one can use (28) and (63) to get
é‘*
£—¢
k2
N
ks & —&*
Since e~ *t <1 and e~ f —
é‘*
§—¢&
ke ¢
ks 4N € — &*

[My(£)0()] < k |M1(0)fole™ ="

t
sup Ha(a(T),T)He—%f/ et Tdr
0

0<r<t

e 2%t < 1/4, we can say

1M1 ()60 < K 173 (0)o |

(64)

sup_[|o(6(r). 7]

0<r<t

For analyzing the above equation, we need to obtain the
supremum of |o(f)||. Toward this end, we use Lemma 2
to conclude that eny(6*) = AmN(G*) As a result, one
can use the definition of o(f) = nn(f) — nn(6*) and get

5(0) = %Ala(é) + B[f(x,u) — fo(x — Dn,u)]. Thus we
have
a(0(t),t) =e*Mt5(0(0),0) + /t exh-1p
7=0
< [f(2(7), u(r)) = folz(r) — Dn(r), u(r))] dr

Moreover, from the definition of o it can be seen that
0(6(0),0) = 0. Therefore, (24) and (28) are utilized to obtain

t
lo(0(t),t)|| < kL1 sup H??(T)H/ =2 =) g
O<7<t 7=0
€
< kLiy sup [[n(r)ll
0<r<t

Since the right hand side of the preceding equation is non-
decreasing, we can employ the fact that the supremum of a
function is its least upper bound and derive

€
Tl < kLi sup [ln(7)] (65)
0<r<t

sup [|o(0(7),
0<r<t

Therefore, (54), (64), (65), and n(0) = Ml(O)éo can be used

to get
&
@) <k 52 §*HU( )l
ke e &
+ (/?555 = )kLlX Oi&l;t ()l

It can be seen that the right hand side of the preceding equation
is nondecreasing, therefore, it is also greater than or equal to
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sup ||n(7)]| for 0 < 7 < t. Moreover, there exist some £ > &*
and €] > 0 such that for £ > £ and 0 < € < €}, we have

1- (:2 435 & + 1)kL15 > 0. Thus, one can write
sup |[|In(r)[} < sl (66)
0<r<t 1- (k 43 e t kL5
On the other hand, from (14) it is obtained
EC VIl < [1E)° < [In)l? (67)
Finally, the above equation and (66) result in
. b 2= 170
sup [[do(7)|| < — =t (68)
0<7<t 1- (k AN = 5* + l)kLl)\

For comparison, we need to employ a similar approach for
a single HGO. For that, by considering (3) and (7), we see that
state estimation obtained from (4) and (5) with fixed ays is
equal to the estimation of a single HGO. Therefore, a single
HGO with the initial condition of &(0) = Y1~ | @;(0)2;(0)
performs like an MHGO with the same initial condition and
fixed &;s, i.e., &(t) = Zf;l &;(0)Z; (A, t). Hence, the scaled
state estimation error of a single HGO, n, = D(e)‘lfc, is

ns(t) = Ml(t)éo =+ O'(éo, t)

where o(fy,t) = QN(éo,t) — nn(0%,t). Note that in the
preceding equation 6 is fixed, i.e., O(t) = fy. By using a
similar approach to MHGO and 7,(0) = M, (0)6, we get

1M1(£)8(0)]| < Kllns (0)]]

A €
sup |lo(bo, 7)I| < kL1 sup [ns(7)
0<r< 0<r<t

Therefore, by choosing e similar to MHGO, one can obtain the
following equation for the estimation error of a single HGO

e [2(0)]]

S (69)

sup |[Z(7)] <f
0<r<t

By comparing (68) and (69) and using Z,(0) = Z(0), it can be
seen that by choosing ¢ large enough, when e tends to zero, the
transient estimation errors obtained from MHGO and a single
HGO can peak to O(2,(0)/(€e" 1)) and O(|#(0) | /"~ 1),

respectively, and this completes the proof of (i).
(ii) Since N = n + 1 and M;(0)M;(0)T has full rank,

the matrix M;(0) € R™* V=1 is invertible. Therefore, (60)
becomes

P(t)P(0)! = Ml(O)TG(t)Ml(O)‘T (70)
with G = Y52 (~ 1) (L) (M )70 7)".
Also, using €2("~ 1)P() EP(t)P ( )’ and (70), one has

eI P M, (0)" = EMy(0)TG(t) (71)

Note that similar to (63), we have ||G(¢)|| < £*/(¢€ — &%).
Thus, (56), (28), (70) and (71) can be utilized to get

160 <

¢
FESIMO)] 2

1o
(72)

- sup o (b(7),7)]
0<r<t
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On the other hand, we use (65), (54), and (28) to get

~ € ~
sup |lo(6(7),7)|l Sk?leHMl(O)II sup [|6(7)]]
0<r<t 0<r<t
€ ~
+RLS sup [o(0(r), (7))
0<r<t

Hence, if €¢* := \/(KL;) and € < €*, we have

T < k> La[| M1 (0)]] sup [[6(r)l|

. €
sup [lo(0(7), )\—71<:Ll€o< <t

0<r<t

Using the preceding equation, (72) can be obtained as follows

6]l <

16l

é—g* 62 ~
sup ||6(7

=& A —kLie) o2, 100

There exist &5 > £* and €5 < €* such that by selecting & > &5
& &2

and 0 < € < €3, one has 1 — k3 Ly || M, (0 )H2£ £ m >

0. Also, since the right hand side of (7~3) is nondecreasing,

it is also greater than or equal to sup ||0(7)|| for 0 < 7 < ¢;

thus,

¢
+ k2L [[M(0)]

(73)

5 5* 00“

55* €2
1= B LMy (0)? 26 s

sup [[0(7)]| <

0<7r<t

6(t)|| is less than or equal to O(]|fo]|/€) when
¢ and € are selected large and small enough, respectively. [

Proof of Lemma 4. Considering the effect of noise as (33),
we see that in (15)-(18), only (16) and (18) need modification
as

"M CT( T O ) (74)
A 1 N
772(9) - EA1771(9)
1
+ Blf(e,u) = fole = D(en,w)] = S Hw (75)

where H; = [m e mn]T. Note that the effect of v on 7;s
is similar; therefore, since the ith column of M; is n;(0) —
nn(6), My does not depend on v and (21) is valid. One can
take the derivative of (15) and use (21), (74), and (75) to obtain
1
= ZAin— eV pPutcton
€
+ B[f(x,u) - fo(l' - D(G)U»Uﬂ
1
— "My PMECTY — —Hyv
677.

(76)

We perform the proof using stability analysis of perturbed
systems with non-vanishing perturbation [2]. Let the Lyapunov
function candidate V (n) = nT Pyn with AT P, + P A; = —
Then, we employ (76) to get

. 1
Vi(n) = _*WTU 22 =Dy py v PMECT O
+ 20" PLB[f(z,u) — fo(z — D(e)n,u)]

2
— 2" Iyt PMy PMTCTY — =T PLH
En
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A

k|| My(0)|le= <t and || P(t)|| < . Therefore, (24) and ||v|
can be utilized to obtain

By considering (17), (21), and (28), we have ||My(t)|| <
| <p

|
<

. 1 o
Vi) < (- + p1ye D 2Ly | Py 1))
n—1,-22 P2

+ (prye e ]

where py = 24|41 (0) * and pa = 2] P ||| Ha]|. There

exists €¢* > 0 such that by selecting 0 < ¢ < €*, one has

prye2(r=1 + 2L1||Py| < 2. Consequently, it is obtained

Vi) < —glnl? + (pryente 23t + £2) and by

employlng (29) we have

y V(n) S1—0a¢ P2y V(N

Vi) < ———————+ €TeT N ) ———=
= ) T ) PP

To proceed with the analysis, it is needed to convert the preced-
ing equation into a linear differential inequality and employ
the Comparison Lemma [2]. For that, let W(t) = /V();
hence, for V(t) # 0, W = V/(2\/V) can be used to get

. W 1 p2 7
W < _ 7 + en 1e -
o 46)\max(P1) (plry )2 )‘I‘ﬂin(Pl)
(78)

In order to use the comparison lemma, we need to show
that the upper right hand derivative DYW (t) satisfies (78).
If V() #0, W(t) is differentiable, and in turn, D*TW (¢) =
W(t). To show that D+W( ) satisfies (78) when V(t) =

using W (t) = /V(t) = 0, it is required to show

Py
€2 )\min(Pl)

1,-22¢
e

D+W(t) < (p1ye" e (79)

In this regard, let the definition of the upper right hand
derivative DTW (t) = limsup,,_, o+ w Note that
since V(t) = 0, we have W (t) = 0 and 7(t) = 0. Therefore,
by using (29), one has

)‘m‘x
DYW(t) < lim sup YD 4 p)|

80
h—0t h (80)

Also, one can use the Taylor series, 7(t) = 0, and (76) to get

In(t+ R < hl =

+h2||z

Employing the upper bounds of || P||, || M1]|, and ||v| together
with the definitions of p; and ps in (77), we have

@) H

€ 2| Pyl

1
e"_lMlPMlTCTV — —Hy
6”

,,(k)

In(t+ h)|| < h(pwe"‘le‘zét +

12 Z n (¢
By using the preceding equation and (80), it can be obtained

DIW(E) < v A P (prre™ e 7220 4 2)
€ 1

Since ||P1]| = Amax(P1) and v/ Amin(P1) < v Amax(P1), it
can be concluded from the previous equation that (79) is valid.

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
http://dx.doi.org/10.1109/TAC.2020.2966111

The final version of record is available at

Therefore, D+W(t) satisfies (78), and using the comparison
lemma, the following equation can be obtained

W (t) < e st W (0)
t
— T —1_—22 P2 I
+/ e 4€dmax(P1) en 1@ 227—-’-* - dTr
; (p1y 6,L)Q (P

By calculating the integral and using the definition A =
1/(2/\max(P1)), we have

1
W) < e EW(0) + [goren(en e

A 2 P,
£, b)) Beml2),
€ )\min(Pl)

Finally, (34) can be obtained by employing the preceding

equation, \/Amin(P)|I7|| < W < /Amax(P1)]I7]l, (67), and

the following definitions.

+

)\max(Pl) 2)\max(P1) 2)\max(P1)

fy = Yo U g oy tomec ) gy Somaxt U
L )T T B (P T P N (PY)

(1)

O

Proof of Lemma 5. First, we consider the proposed scheme
between two resetting time instants t;_; and tj. During
this time interval [t;_1,%), the conditions of Lemma 4 are
satisfied, and (76) is valid. Analogous to the proof of Lemma 4,
one can obtain

W(t) < e 2D W (it _y)
+ [19176"(e_ﬁ(t_t’“*1) — 2Rt
3
Pmax(P) |
)\min(Pl)

where ¢ € [tg_1,tx). At t = t, MHGO is re-initialized using
(35) such that &,(t;) = &,(t; ). As a result, we have n(t;) =
n(t, ) and W (ty) = W(t, ). By exploiting this equality and
(82), it is obtained

W(t) < e >'W(0)

k—1
+ { Ze_%(t_tj) {%plven(e—%(ta‘—ta‘—l) _ 6—2%@1—%—1))
j=1

(82)

4 P2 (1 _ e—ﬁ(t—tk,1)):|

enfl

+ P2 (1 _ e—%(tj—tj,1))i|

en—1
1
+ gpl'yen(e—z%(t—tkfﬂ _ e—2%(t_tk71))
I e—%(t—tk,l))}”‘Lx(Pl)
en—

)\min (Pl)

The proof is concluded by employing the definitions of ki,
ko, and k3 as (81). [l
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